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Executive Summary

Meta's mission is to give people the power to build community and bring the world closer together. We help
people discover and learn about what is going on in the world around them, enable people to share their
experiences, ideas, photos and videos, and other activities with audiences ranging from their closest family
members and friends to the public at large, and stay connected everywhere by accessing our products.’ For
the 6-month period ending 31 March 2024, we have approximately 264.3 million average monthly active
users on Instagram in the European Union (EU)? who are reaping the benefits of connectedness.

Although Instagram has been used to build communities, raise awareness, and grow small businesses, the
risk remaing for our services to be, in some instances, sbused and manipulated. We take a risk-based
spproach for implementing mitigation measures to combat problematic actors, behaviour, and content on
Instagram. We refer to our collective work combating problematic actors, behaviours, and content on
Instagram as *Integrity Ecosystem” efforts, and the specific mitigating measures we deploy as “controls”’
The backbone of our Integrity Ecosystem is our suite of policies, specifically our Instagram uni
Guidelines, Ad Standards and Commerce Policies which outline what is and is not allowed on Instagram. W
bolster this ecosystem using a three-line of defence model to manage risk, compliance, and operational
changes.

DSA Systemic Risk Assessment

Meta Platforms Ireland Limited, as the provider of Instagram in the EU, has undertaken annual DSA
Systemic Risk Assessment of Instagram. This Report sets out the results of the risk assessment conducted
between September 2023 and August 2024. We will release a public version of this Report.

It is important that readers note when interpreting or commenting on this Report that (i) this is a European
regulation and (ii) our risk assessment methodology involves a phased approach to identify, quali

measure, validate, respond and mitigate, and report out on identified risks and mitigations. As a result, risks
that surface and mitigations that are implemented after the relevant risk assessment phase has been
completed may be captured through our Issue Management Programme and reflected in next year's EU DSA
Systemic Risk Assessment (SRA) Report 2025. Additionally, the scope of this assessment is imited to the
Systemic Risk Areas as defined in Article 34 of the DSA, as well as Deceptive and Miskeading, which is a
Systemic Risk Area we added during our Year 1 (Y1) SRA that covers behaviour and content that is designed
to deceive, mislead, o defraud users usually for personal gain.

The eight Systemic Risk Areas analysed are as follows:

Systemic Risk Areas
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* Cantrols ace » combination of peaple, processes, pokcies, and tools that Meta has put in place to mitigate integrity risks
and prevent, detect, or correct integrity issues. Controls include any system, process, policy, device, practice, or other
actions which reduce the likellhcod or impact of a given risk occurring.

3. A Balancing Act: Respecting Rights and Mitigating Risk

Meta is committed to respecting the fundamental rights of our users located in the EU as outlined in the DSA.
Our second annual Human Rights Report demonstrates how we are living up to the commitments made
our Corporate Human Rights Policy. We seek to champion respect for human rights in every action we take
and every product we build. However, as s the case offline, certain aspects of human rights can at times be in
tension with one another, such as the need to balance freedom of expression with the need to prohibit hate
speech. At Meta, we strive to strike the right balance in every action we take, which includes the following:

- Our Instagram Community Guidelines, which outline what content is and is not allowed on

Instagram, have human rights principles embedded into them;

We consistently use feedback from our community and the advice of experts in fields to inform our
Instagram Community Guidelines. To enable this feedback and enhance transparency, we have a
robust policy management engagement process in place, which includes an outreach strategy for
connecting with global stakeholders who are most affected by the policy change, and who have
relevant expertise and lived experience. We post a summary of this engagement alongside the
revised policy language in our Transparency Centre whenever we change our policies;

As a part of the policy development process, the Human Rights Team and the Civil Rights Team
conduct separate rights-based analysis and due diligence of proposed policies, submit such analysis
to policy leadership, and present their views to each Policy Forum. Human and civil rights impacts
and mitigations are a consistent part of policy development at Meta;

We strive to assess human rights potential impacts through human rights due diligence as laid out in
our Corporate Human Rights Policy and in alignment with UNGPs 17 and 21, the International Bill of
Rights and the EU’s Charter of Fundamental Rights, among others;”

We provide pathways for stakeholders to report potentially problematic content, for Meta to review
such content, and for Meta to create remediation consistent with UNGP 31. We maintain multiple
grievance pathways, identified in the Help Centre on platforms and apps, including an appeals
process to the first-of-its-kind Oversight Board:’

We undertake proactive measures to maintain the momentum for addressing human rights related
risks. These include our Comprehensive Human Rights Salient Risk Assessment (CSRA); ongoing
product counselling; integration of human rights risks into content risk forecasting; and processes to
respect freedom of expression and privacy, as mandated by our membership in the Global Network
Initiative (GNI). We also offer human rights training (*Bigger than Meta”) for employees,” as well as
customised training;

We have strengthened our governance systems to advance our work toward respecting human rights.
across all our services. This includes continuing to empower the Oversight Board, which has issued
268 non-binding recommendations from January 2021 through 19 July 2024, across policy,
enforcement and transparency.”

 https://transparency.meta.com/en-gb/oversight/overview
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5. Systemic Risk Landscape

A core part of our longstanding commitment to online safety is an in-depth understanding of potential
Problem Areas that could arise on our platforms. Our policies, teams, systems, and processes are organised
around these Problem Areas and we have dedicated internal experts and targeted approaches to addressing
each of these Problem Areas.

The Systemic Landscape depicts Problem Areas either mentioned in Article 34 of the DSA or
understood by Meta to impact potential systemic risk in the EU. We used our deep knowledge of these
Problem Areas and their associated potential risks to assess the DSA Syster Risk Areas in Article 34 and
define Instagram’s Systemic Risk Landscape.

A visual representation of Meta's Systemic Risk Landscape and the Problem Areas aligned to each Systemic
Risk Area is detailed in Figure 3. This landscape is meant to depict the most common mapping(s) between
Problem Areas and the DSA Systemic Risk Areas based on explicit citations within the DSA, with the
exception of lllegal Content. There are circumstances in which risks associated with the Problem Areas below
could map to other Systemic Risk Areas.

's Systemic Risk Landscape

Our approach to lllegal Content

Our risk landscape graphic above highlights a number of Problem Areas that some regulatory regimes and
legal frameworks might deem as illegal content at a national or supranational level, but you will notice that
they are not mapped to the lllegal Content Systemic Risk Area (per Art 34(1)(a) of the DSA). Our globally
applicable Community Guidelines outline types of content or behaviour that are not allowed on Instagram. In
addition, our Integrity Ecosystem supports and enforces these standards. In many cases, our Community
Guidelines do indeed overlap with common areas of illegality (e.g., child exploitation), but they do not map to

INSTAGRAM - DSA SYSTEMIC




Probleme(s) de base

Acceder aux rapports de risques systémiques
est fastidieux et incertain

Ces rapports sont obligatoires
mais heberges par les plateformes elles-meémes

Les modifications doivent etre notifiées

mais personne ne le verifie
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These statutory reports are published pursuant to Article 42 of Regulation
(EU) 2022/2065 (Digital Services Act - DSA), providing the results of our
systemic risk assessments and mitigations, undertaken pursuant to Articles
34 and 35 of the DSA. This information is available for Facebook and

Instagram, as the designated very large online platforms of Meta Platforms
Ireland Limited.
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Executive Summary
Meta's mission is to give people the power to build community and bring the world closer together. We help
people discover and learn about what is going on in the world around them, enable people to share their
experiences, ideas, photos and videos, and other activities with audiences ranging from their closest family
members and friends to the public at large, and stay connected everywhere by accessing our products.1 For
the 6-month period ending 31 March 2024, we have approximately 264.3 million average monthly active
users on Instagram in the European Union (EU)2 who are reaping the benefits of connectedness.
Although Instagram has been used to build communities, raise awareness, and grow small businesses, the
risk remains for our services to be, in some instances, abused and manipulated. We take a risk-based
approach for implementing mitigation measures to combat problematic actors, behaviour, and content on
Instagram. We refer to our collective work combating problematic actors, behaviours, and content on
Instagram as “Integrity Ecosystem” efforts, and the specific mitigating measures we deploy as “controls”.3
The backbone of our Integrity Ecosystem is our suite of policies, specifically our Instagram Community
Guidelines, Ad Standards and Commerce Policies which outline what is and is not allowed on Instagram. We
bolster this ecosystem using a three-line of defence model to manage risk, compliance, and operational

changes.
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Recommandations (pour les plateformes)

Publier dans un format
lisible par les machines

Publier une version HTML
plutot qu’un PDF consolide avec des images vectorisees

Publier, tout simplement
Temu, XNXX, Shein, Stripchat
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Recommandations

Utiliser et contribuer a ’archive

Mises a jour
et financement de I'infrastructure technique

Possible extension
a d’autres types de rapports
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